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ABSTRACT
Parallel applications are composed of several tasks, which have different computational demands among them. Moreover, most cloud providers offer multiple instance configurations, with large variations of computational power and cost. A combination between the application requirements and the variety of instance types of the cloud could be explored to improve the cost efficiency of the application execution. In this paper, we introduce the cost-delay product as a metric to measure the cost efficiency of cloud systems. With this metric, cloud tenants can evaluate different tradeoffs between cost and performance for their application, depending on their preferences. We explore the use of multiple instance types to create heterogeneous cluster systems in the cloud. Our results show that heterogeneous clouds can have a better cost efficiency than homogeneous systems, reducing the price of execution while maintaining a similar application performance. Furthermore, by comparing the cost-delay product, the user can select an instance mix that is most suitable for his needs.

KEYWORDS
Cloud computing, cost efficiency, heterogeneity, performance

1 INTRODUCTION
Cloud environments offer a large range of instance configurations, with several different aspects that affect the performance and price of the instance. When comparing the flexibility to build customized environments and the initial investments required to create an execution environment, the cloud is a good option in comparison to traditional environments, such as clusters [17]. The research on cloud computing for High-Performance Computing (HPC) is mainly focused on the evaluation and improvement of performance and communication and has received large amounts of attention in recent years [2–4, 14, 21].

However, building a cloud system out of more than one instance type is an area that has been researched less. A system composed of different instance types is considered a heterogeneous cloud, and we refer to it as such throughout this paper. Homogeneous multi-instance clouds are widely used, although in some cases different instance types are used only in the context of accelerators (such as GPUs) [5]. Large parallel applications typically have heterogeneous computational demands, with some tasks performing more work than others, since work can usually not be divided in a perfectly equal way among all tasks. By using heterogeneous clouds, tasks with higher loads can be executed on faster, more expensive instances, while tasks that perform less work can be executed on slower and more cost-efficient instances. The approach of balancing the load between tasks [13], such as work stealing [11], may not be possible or efficient for all types of applications and algorithms.

In this paper, we investigate the cost efficiency of application running on heterogeneous cloud instances. Our main contribution is the introduction of a metric for analyzing the tradeoffs between price and performance of an execution, which we call the cost-delay product (CDP), inspired by the energy-delay product (EDP) [10] and based on our previous work with heterogeneous clouds [15]. By using the CDP metric, users can measure and compare different clusters in terms of their cost efficiency. Furthermore, our metric allows the user to emphasize lower cost or higher performance, by using the $C^{DP}$ and $DP$ variations of the metric.

We evaluate a cloud composed of different Microsoft Azure instances using MPI-based benchmarks. Results show that heterogeneous clouds are able to execute parallel applications with a reduced cost, while maintaining a similar performance as homogeneous clouds. This leads to substantial improvements in cost efficiency. We also show the impact of changing the focus between shorter execution time and lower price, which helps cloud tenants to choose their desired tradeoff for different execution scenarios.

The rest of the paper is organized as follows. Section 2 discusses the characteristics of instances in major cloud providers, Microsoft and Amazon, which motivates our proposal of building heterogeneous clouds using different instance types. Section 3 introduces
our metric to measure and adapt the cost efficiency, the cost-delay product (CDP). We evaluate the cost efficiency of a set of MPI applications running on heterogeneous clouds in Section 4. Section 5 contains an overview of related work. Finally, Section 6 summarizes our conclusions and discusses ideas for future work.

2 INSTANCE VARIATIONS IN PUBLIC CLOUDS

Two main public cloud providers of IaaS, Amazon’s EC2 and Microsoft’s Azure, have a large number of possible instance configurations. They provide instances from 1 core up to 128 cores, with different processor models. The available memory sizes range from less than 1 GB to up to 2 TB. Instances may come configured without a local disk, with increasing secondary memory sizes up to large local SSD drives.

Both providers group their instances such as to suit the purpose of the instances. The general purpose group presents machines with no specific optimization. Otherwise, there are groups of instances optimized for compute, memory, and storage roles. Amazon and Azure both provide groups of machines with accelerators as well. Azure has a group of HPC machines that provides Infiniband interconnections. Amazon does not provide Infiniband, but several machines of all groups support 10Gb Ethernet.

The price per hour of both providers presents a wide variation as well, with instances costing less than a cent to up to more than 14 dollars per hour. Table 1 summarizes the number of instance types per group and their price ranges.

In a previous work [16], we explored the tradeoff between price and performance of Amazon and Azure. We found that instances with higher prices do not always deliver higher performance than instances with cheaper price.

3 COST-DELAY PRODUCT: A METRIC TO MEASURE COST EFFICIENCY

An important aspect when evaluating cloud instance types is comparing their price/performance tradeoff. Several basic metrics have been proposed to evaluate this tradeoff. One metric that compares different configurations of the cloud is the cost efficiency [12, 14]. However, these simple metrics do not allow more comprehensive evaluations, for example, by placing more emphasis on price or on performance according to the user’s preference.

We introduce a new metric, the cost-delay product (CDP), which is modeled after the energy-delay product (EDP) [9, 10]. The basic CDP metric is defined as follows:

\[ CDP = \text{cost of execution} \times \text{execution time} \]  

The cost of execution represents the price of the environment used to execute the application. The majority of public cloud providers base their price model on hours of use, and the cost used in Equation 1 is the price per hour (in US$) of the instances allocated in a cloud provider. The execution time is the application’s execution time in the allocated environment.

Lower values for the CDP indicate a better cost efficiency for a particular application in a particular environment. This metric can be used to directly compare two different cloud allocations, including in different providers. This basic version of the CDP resembles earlier proposals to quantify cost efficiency [14].

In Section 2 we observed that public cloud providers offer a wide range of instance configurations with different performance and price ranges. Therefore, the user can choose an environment that prioritizes performance or price. To express such a preference, the CDP metric can be extended by applying a weighted approach, depending on whether priority should be given to higher performance or lower cost. The resulting metrics, \( C^2DP \) and \( CDP^2 \), are defined as follows:

\[ C^2DP = (\text{cost of execution})^2 \times \text{execution time} \]  
\[ CDP^2 = \text{cost of execution} \times (\text{execution time})^2 \]

Since they represent different units, values of CDP, \( C^2DP \), and \( CDP^2 \) cannot be directly compared between each other. However, a user can easily calculate the three metrics for his target environments and compare them by the three different aspects, with CDP meaning the best cost efficiency without focus on execution time or performance the \( C^2DP \) representing the less expensive environment and the \( CDP^2 \) showing the configuration with better performance. With these metrics, a cloud tenant can select whether performance or cost is more important to him, and select the comparison function accordingly. We exemplify a weighted approach using a power of 2 to introduce the metrics, although different weights can be used to fine-tune the desired tradeoff.

4 EVALUATION

This section presents the evaluation of heterogeneous clouds using our proposed metrics. We begin with an overview of our methodology, followed by an analysis of the cost efficiency and performance results.

4.1 Methodology

4.1.1 Cloud instances. For our experiments, we chose the Microsoft Azure cloud, as it offers more instance types compared to Amazon AWS. We chose instances with 8 cores since they present the largest number of different configurations. We made several performance tests with these instances, so we could choose the instances to be used in our evaluation. Instance types D4 and F8 were selected to evaluate our proposal, where D4 presents higher performance and price as well. The main reason for this choice is...
the benefit per cost of these instances. In our tests, these instances presented more processing power per US$ than others, which is desirable for a better cost efficiency. Each instance of D4 costs 0.559 US$ per hour and F8 costs 0.513 US$ per hour per instance.

We used 8 instances to create a cluster of 64 processing cores, evaluating all combinations of the D4 and F8 instance types for the three metrics, CDP, C²DP, and CDP².

The Microsoft Azure location used to allocate the machines was "West US". Machines of all instance types were only allocated once and not reallocated between executions. Further experiments after deallocating and allocating new instances of the same types (not shown in the paper) resulted in quantitatively and qualitatively very similar behaviors.

4.1.2 Software. The execution environment were machines with Ubuntu server 16.04 OS, with Linux kernel 4.4. The MPI environment used was Open MPI [7], version 1.10. The benchmarks used for evaluation were the MPI implementations of the NAS Parallel Benchmarks (NPB) [1], version 3.3.1. The input size was class C, which is a medium-large input size. We used all NAS programs except DT, because DT needs at least 85 MPI processes for class C. Each application was executed 10 times and the results show the average value.

4.1.3 Assigning MPI ranks to instances. In order to exploit load imbalance when running on heterogeneous nodes, we use the following algorithm to assign the MPI processes of each application to the instance types. First, we measure the number of instructions executed by each MPI process with Linux' perf tool [6]. Ranks are then sorted according to the number of instructions they execute. Finally, we assign the MPI processes with more instructions to the faster instance types, maintaining the same number of ranks on each node.

4.2 Results

4.2.1 Cost efficiency. The cost efficiency results of the NAS benchmarks are shown in Figure 1 for the CDP, C²DP, and CDP² metrics. In each of the graphs, the bars represent the cost efficiency for one metric when varying the number of instances of each type. The y axes show the normalized values of the three metrics, and the x axes indicate the mix of D4 and F8 instance types. As discussed in Section 3, the absolute values of the three metrics are not comparable between each other, and we normalize them to fit into the figures.

The most important result of these experiments is that heterogeneous clouds were the most cost efficient environments for the majority of the benchmarks for all three metrics. For the CDP and C²DP metrics, heterogeneous environments are beneficial for five out of the eight benchmarks (BT, EP, FT, MG, and SP), while homogeneous environments are more appropriate for CG, IS, and LU. For the C²DP metric, the same five benchmarks are more efficient, as well as the IS application.

When focusing on CDP, the five benchmarks have an increased cost efficiency ranging between 3.0% (SP) and 18% (FT) compared to the best cost efficiency of a homogeneous environment. For CDP², the cost efficiency is improved between 2.1% (BT) and 42.3% (FT). For C²DP, cost efficiency increases range from 0.3% (IS) to 16.4% (FT).

Over all benchmarks, cost efficiency was improved on average by 6.6%, 11.0%, and 10.8% for CDP, C²DP, and CDP², respectively. These results show that cost efficiency can be improved substantially via heterogeneous clouds.

Another important result is that almost the whole spectrum of heterogeneous and homogeneous instances is the most cost efficient environment at least in one experiment. This shows that simple homogeneous clouds that do not take the specific application behavior into account can not result in optimal cost efficiencies.

Finally, it is necessary to point out that the most cost efficient mix of instance types not only changes between different benchmarks, but also between different metrics. A user that is interested in a different tradeoff might choose a different mix of instances to increase cost efficiency while reducing performance slightly.

An overview of the cost efficiency results for the NAS benchmarks is shown in Table 2. The table shows for each benchmark and metric the most cost efficient configuration and the cost efficiency gains of this configuration compared to the best homogeneous environment for each benchmark, as well as the average cost efficiency improvements over all benchmarks for each metric.

4.2.2 Performance. The performance analysis of the heterogeneous allocations is also an important aspect for the user, as increases in cost efficiency might cause a reduction of performance. Over all benchmarks, performance losses average 1.5% (when using

<table>
<thead>
<tr>
<th>Application</th>
<th>CDP Best configuration</th>
<th>Metric gains</th>
<th>C²DP Best configuration</th>
<th>Metric gains</th>
<th>CDP² Best configuration</th>
<th>Metric gains</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>4-D4 4-F8</td>
<td>3.2%</td>
<td>1-D4 7-F8</td>
<td>8.9%</td>
<td>4-D4 4-F8</td>
<td>2.1%</td>
</tr>
<tr>
<td>CG</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
</tr>
<tr>
<td>EP</td>
<td>1-D4 7-F8</td>
<td>3.1%</td>
<td>1-D4 7-F8</td>
<td>2.0%</td>
<td>1-D4 7-F8</td>
<td>6.2%</td>
</tr>
<tr>
<td>FT</td>
<td>2-D4 6-F8</td>
<td>18.0%</td>
<td>1-D4 7-F8</td>
<td>16.4%</td>
<td>2-D4 6-F8</td>
<td>42.3%</td>
</tr>
<tr>
<td>IS</td>
<td>8-D4 0-F8</td>
<td>0.0%</td>
<td>1-D4 7-F8</td>
<td>0.3%</td>
<td>8-D4 0-F8</td>
<td>0.0%</td>
</tr>
<tr>
<td>LU</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
<td>0-D4 8-F8</td>
<td>0.0%</td>
</tr>
<tr>
<td>MG</td>
<td>5-D4 3-F8</td>
<td>6.8%</td>
<td>1-D4 7-F8</td>
<td>4.7%</td>
<td>5-D4 3-F8</td>
<td>10.6%</td>
</tr>
<tr>
<td>SP</td>
<td>5-D4 3-F8</td>
<td>3.0%</td>
<td>1-D4 7-F8</td>
<td>2.8%</td>
<td>5-D4 3-F8</td>
<td>2.8%</td>
</tr>
</tbody>
</table>

Average — 4.7% — 6.2% — 8.6%
Figure 1: Cost efficiency results for the NAS benchmarks on the D4 and F8 instances for different combinations of instances. Lower values indicate a higher cost efficiency.
the cloud system with the best $CDP$ or $CD^2P$) and 2.1% (when using the cloud system with the best $C^2DP$), compared to the fastest homogeneous cloud for each application. As expected, performance was impacted the most when focusing on $C^2DP$, as the price of execution received more importance. It is important to note that when comparing the performance loss with the cost efficiency gain, the cost efficiency gain is higher than the performance loss for all three metrics. This indicates that the cost efficiency improvements do not come with an exaggerated impact on performance, and therefore present a reasonable optimization possibility for the user.

5 RELATED WORK

Existing studies on improving the cost efficiency or performance in heterogeneous cloud environments focus on two types of situations, (1) benefits on the provider side, and (2) benefits for the end user.

5.1 Provider-side improvements

Yeo et al. [20] used mathematical models to analyze how the service provider could mitigate the performance impact of hardware heterogeneity to the final user. However, their models use information about the underlying infrastructure which is not available to the user to improve the cost/efficiency of their applications.

Zhang et al. [23] developed a dynamic capacity provisioning manager for datacenters with heterogeneous hardware. They used a clustering approach to divide tasks with similar workloads to improve hardware utilization. The technique dynamically adjusts the number of active bare machines to minimize provider costs. Their work takes the heterogeneity of VMs into account to characterize their workload, but their focus is on improvements from the provider perspective.

Zhang et al. [22] implemented task scheduling algorithms to reduce energy waste in cloud computing servers. Their algorithms adjust processor speeds on the server and allocate tasks in such servers to improve energy consumption. Based on simulations, they conclude that assigning more tasks to cloud servers using minimum energy is more beneficial for overall energy consumption than using a randomly selected cloud server. Their work takes into account hardware heterogeneity but uses information unavailable to the end user.

5.2 End-user improvements

Gupta et al. [8] propose a technique to improve the performance of parallel applications in the cloud with task placement. The authors place the tasks according to the interference between different applications by analyzing their cache memory usage, and from a description provided by the user. They do not take different types of instances into account.

Zhang et al. [24, 25] exploited cloud heterogeneity in several MapReduce clusters to select the best cost/performance deployment. They simulate their configurations of 3 instance sizes looking to obtain the same application performance but with different provisioning costs. The validation was done on Amazon using MapReduce jobs with no data dependencies between them. Their results showed a difference in cost when using homogeneous or heterogeneous deployments. For some of the applications evaluated they obtained significant cost savings. Our work include MPI applications, and benchmarks with communication between instances.

Carreño et al. [4] created a communication-aware task mapping for cloud environments with multiple instances. Their work analyzes heterogeneity in communication between the tasks and in the network interconnections between cloud instances. They use this information to map tasks that communicate a lot to faster instances, improving inter-instance communication performance. However, their work uses the same type of VMs for each execution and they do not take computational performance into account. In our work, we compare the performance when mixing different types of VMs.

Wang et al. [19] developed a task-level scheduling algorithm to comply with budget and deadline constraints. They analyze heterogeneity as the variety of options of virtual machines from a provider and the underlying variations in hardware that exists for each instance. They developed a parallel greedy algorithm that improves deployment to comply with the constraints. Their work is different because it does not try to optimize the cost/efficiency of the solution but tries to respect the user constrains. Also their work was not validated using an actual public cloud infrastructure.

Su et al. [18] developed a cost-efficient task scheduling algorithm for executing large programs in the cloud. Their strategy was to map tasks to cost efficient VMs while preserving the expected performance of the application. Their algorithm decides which instance produce the best ratio, but is limited because does not select heterogeneous VMs instances, only same type from the provider offering. They were able to improve the scheduling time, but validate their approach using simulation only.

6 CONCLUSIONS

The use of the cloud as an environment for parallel applications execution is interesting due the well-know benefits of the model: No upfront costs and elasticity. The execution environment of parallel applications is normally a homogeneous cluster, composed of a number of machines with the same configuration, price, and performance. However, cloud providers offer large numbers of instance types, each one with different purposes, for example memory-bound applications.

We introduced a metric, the cost-delay product (CDP), that helps to analyze performance/price tradeoffs and validated it to be used to exploit the nonuniform application behavior and cloud heterogeneity for an improved cost efficiency. This metric can also be used to give emphasis on price or performance, depending on the user’s preference. Our evaluation with MPI-based applications on an Azure cloud shows that the cost efficiency can be improved significantly, by up to 42.3%, depending on the application and the employed metric. Six out of the eight applications we tested improve their cost efficiency with a heterogeneous cloud. We conclude that the majority of parallel applications could improve their cost efficiency by using heterogeneous cloud instances. Despite the better cost efficiency, application performance was affected only slightly.

For the future, we will extend our analysis to consider more than two different types of instances with different numbers of cores on each type.
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