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Abstract. Wave modeling is a crucial tool in geophysics (for efficient strong motion analysis, risk mitigation and oil & gas exploration). Due to its simplicity and numerical efficiency, the finite-difference method is one of the standard techniques implemented to solve these models. This kind of applications is known as stencils because they consist in a pattern that replicates the same computation on a multi-dimensional domain. The performance optimization of stencil computations is a challenge and strongly depends on the underlying architecture. In this context, this work was directed toward a twofold aim. In this sense, we have led our research on multicore architectures and we have analyzed the implementation of three numerical kernels (3D heat transfer model, seismic wave and acoustic wave propagation models). We have also considered two well-known implementations (naïve, and space blocking); thus, we proposed a Machine Learning-based approach to evaluate, to predict, and to improve the performance. Our proposed model achieves a prediction of \(99\%\) in several scenarios.
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1 Introduction

The behavior of scientific applications related to High Performance Computing (HPC) depends on many factors (non-uniform memory access, vectorization, compiler optimizations, memory policies, scheduling algorithms, etc.) that may severely influence its performance. It leads to progressively redesign the scientific applications to obtain the best performance for a specific architecture with a specific programming model [4, 28].

An example of HPC applications are the stencil-based applications (a nearest-neighbor pattern replicated in multidimensional data), which are used to solve many problems related to partial differential equations (PDE), the heart of many problems in areas as diverse as electromagnetics, fluid dynamics or geophysics; and the finite-difference method (FDM) is a standard technique implemented to solve these equations [29, 10, 31]. In addition to the challenging of geophysical
and mathematical problems behind seismic and acoustic wave propagation modeling, one major challenge is to leverage the various levels of parallelism involved. HPC is actually facing key challenges on both the hardware and the software sides. At hardware level, the machines are reaching several millions of cores and the scalability of the applications will become a tremendous bottleneck. As reported in several recent research papers [33, 37, 3], various geophysical applications show the variability of scaling up to several tens of thousands of cores. At software level, several parameters such as domain decomposition, compiler flags, scheduling or load balancing algorithms are considered to achieve the best performance.

Application tuning represents one methodology to improve the performance on HPC architectures. In this case, several parameters such as machine architecture, domain decomposition, compiler flags, scheduling or load balancing algorithms are considered to achieve the best performance. Unfortunately, these approaches lead to the exploration of a huge set of parameters and finding the optimal value for each parameter requires to search on a large configuration set. At this point, Machine Learning (ML) algorithms have been used on HPC systems under different situations and for various workloads such as threads mapping and memory accesses [5], I/O scheduling [2, 19], or performance improvement of stencil applications [17, 11, 6, 36, 27]. Building a suitable ML-based performance model for geophysics numerical kernels remains a challenge.

In this context, our research focuses on performance improvement of classical geophysics numerical stencils that lie at the heart of earthquake modeling, and 3D underground imaging for the oil and gas industry. Many works have been guided in two alternatives: improvement of architectural features or improvement of algorithms and implementations in specific programming models; the first alternative is out of the scope of this research and second alternative limits the performance for each implementation on the underlying architecture. Thus, we research into a third alternative that has been recently used: how to tune an application by finding an optimal input set from a configuration set of runtime parameters. This paper is organized as follows: Section 2 describes the numerical background for the geophysics kernels; Section 3 presents a ML-based model to predict and to optimize the performance on multicore architectures; Section 4 presents the related works that combine stencil computations and algorithmic optimizations; and finally, the Section 5 concludes this document, and presents the perspectives.

2 Stencil Applications

In this section, we present the numerical models analyzed in this research. Because of its simplicity, the Finite-Difference Method (FDM) is widely used to design the geophysics models, when discretizing Partial Differential Equations (PDE). From the numerical analysis point of view, the FDM computational procedure consists in using the neighboring points in horizontal, vertical or diagonal directions to calculate the current point. In the case of a 3D Cartesian grid, the
computational procedure consists in using the neighboring points in the north-south, east-west and forward-backward directions to evaluate the current grid point. The stencil sweep can be expressed as iterative time domain (represented by the first loop controlled by \( n_{\text{times}} \) variable), and a triply nested parallel loop presented in Algorithm 1. The algorithm then moves to the next point applying the same stencil computation until the entire spatial grid have been traversed, and the time domain is completed. The number of points used in each direction depends on the order of the approximation and is of great importance for the overall performance.

**Algorithm 1**: Pseudocode for stencil algorithms

```plaintext
1: for \( t = 1 \) to \( n_{\text{times}} \) do
2:   compute in parallel
3:   for \( i = 1 \) to \( \text{SIZE}_X \text{.direction} \) do
4:     for \( j = 1 \) to \( \text{SIZE}_Y \text{.direction} \) do
5:       for \( k = 1 \) to \( \text{SIZE}_Z \text{.direction} \) do
6:         compute stencil(3D tile)
7:       end for
8:     end for
9:   end for
10: end for
```

2.1 7-point Jacobi stencil

The 7-point Jacobi stencil is a reference example of numerical kernel used in various context in order to evaluate the impact of advanced reformulation or the impact of the underlying architecture. Known to be severely memory-bound, this numerical kernel can be described as a proxy of complex stencils like those corresponding to geophysical applications. A review can be found in [11] for instance. This stencil model also corresponds to the standard discretization of the elliptic 3D Heat equation. Calculation of this numerical equation needs 7 values, one from current point plus six from neighbor points (one previous and one next on 3D axes). Figure 1 illustrates the neighbor points of stencil.

![Figure 1. Size of 7-point Jacobi stencil and its neighbor points [31].](image-url)
2.2 Seismic wave propagation stencil

Evaluation of damages occurred during strong ground motion is critical for urban planning. The seismic wave equation waves radiated from an earthquake are often simulated under the assumption of an elastic medium although the waves attenuate due to some anelasticity. Due to its simplicity, the FDM is also used to compute the propagation of seismic waves. It considers a 3D isotropic elastic medium, the numerical model of the seismic wave equation is detailed in [39, 29, 22] and relies on the classical 4-th order in space and second-order in time approximation. The numerical scheme is used to compute the velocity ($V_x$, $V_y$, $V_z$) and the stress ($\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{zz}$, $\sigma_{xy}$, $\sigma_{xz}$, $\sigma_{yz}$) components. In this case, the stencil needs 13 values, one from current point plus twelve from neighbor points (two previous and two next on 3D axes). The governing equations associated with the three-dimensional modeling of seismic wave propagation in elastic media are implemented by finite-difference discretization for x86 cores and for GPU platforms corresponding to Ondes3D application developed by the French Geological Survey (BRGM). Figure 2 illustrates the neighbor points of stencil.

Fig. 2. Size of seismic stencil to calculate velocity and stress components [26].

2.3 Acoustic wave propagation stencil

Acoustic wave propagation approximation is the current backbone for seismic imaging tools. It has been extensively applied for imaging potential oil and gas reservoirs beneath salt domes. The problem to simulate the propagation of a single wavelet over time is solved by the isotropic acoustic wave propagation and the isotropic acoustic wave propagation with variable density under Dirichlet
boundary conditions over a finite three-dimensional rectangular domain, the numerical solution is detailed in [38]. Petrobras, the leading Brazilian oil company, provides a standalone mini-app of the numerical method. The code was written in standard C and leverage from OpenMP directives for shared-memory parallelism. But indeed, the parallelization strategy relies on the decomposition of the three-dimensional domain based on OpenMP loop features. Figure 3 illustrates the neighbors point of stencil.

![Fig. 3. Size of acoustic wave propagation stencil and its neighbor points [38].]

3 Performance Improvement on Multicore Architectures

Nowadays, companies have turned to offer parallel machines, these architectures capitalize on smaller processors several processing units to provide multiple executions of instructions in the same cycle. The performance improvement is achieved by replicating the processing units, adding additional processing instructions, improving communication between the cores, and the calculations are solved simultaneously, in parallel.

3.1 Standard implementations of numerical stencil

In this section, we present the implementation of stencil algorithms for multicore platforms, and we will analyze the performance on common HPC architectures. Classical implementations on multicore architecture are related to how the threads solve each point on the space and time domain. Figure 4 shows the solution space of each algorithm. Each color represents a thread when solving one point or a set of points.

- **Naive:** On shared-memory architectures, a popular way to extract the parallelism for such applications is to exploit the triple nested loops coming from the spatial dimensions of the problem under study. This strategy allows straightforward benefits of OpenMP directives [14].
– **Space Tiling**: The second algorithm uses the cache blocking technique. In this case, the main idea is to exploit the inherent data reuse available in the triple nested loop of the kernel by ensuring that data remains in cache across multiple uses, this is achieved by creating blocks to improve data locality. The advantage of Space tiling algorithm is to improve the computational intensity by keeping a relatively small amount of data in cache memory and by performing many more floating-point operations on them. [15].

![Fig. 4. Representation of points solution by threads, for naive (one point by thread) and space tiling (a group of points by thread) algorithms.](image)

The analysis of these algorithm implementations was presented in [21]. We studied the influence of several configurations and the implemented algorithms on the performance of stencil computations. We observed that space tiling algorithm may present poor scalability in several scenarios.

### 3.2 General model for performance prediction

The proposed model is based on Support Vector Machine (SVM) method, which is a kernel-based and supervised approach proposed in [7] and it was extended to regression problems where support vectors are represented by kernel functions [12]. The **General Model for Performance Prediction of Geophysics Stencils based on ML (Golem)** is built on top of three consecutive layers, where the output values of a layer are used as the input values of the next layer. Figure 5 shows the flowchart of this strategy. The input layer contains the runtime configuration parameters from the input vector. The hidden layer contains a set of SVMs and takes the values from input vector to simulate the available hardware counters on the HPC architecture. Finally, the output layer contains another set of SVMs and takes each value from hardware counters layer to obtain the corresponding predicted performance (GFLOPS, and execution time).
We used a set of available parameters in OpenMP defined by `OMP_NUM_THREADS` and `OMP_SCHEDULE` variables, and measures of hardware counter for training stage were taken by PAPI library [30]. We have been implemented two prediction models for multicore architectures.

The first *Golem* was implemented on two the Intel Xeon multicore architectures (E5-2650, and E5-4650) and was presented in [23]. We consider as input variables the number of threads, the loop scheduling policy (static or dynamic), and the chunk size (which defines how many loop iterations will be assigned to each thread at a time) [18]. Moreover, for the space tiling algorithm, we considered the size blocks in the X and Y domains in the blocking implementation. For the hardware counter layer, we considered as the most relevant ones the L3 total cache misses (PAPI_L3_TCM event), the data translation lookaside buffer misses (PAPI_TLB_DM event), and the total cycles (PAPI_TOT_CYC event). The output vector, which uses billions of floating-point operations per second (GFLOPS) and execution time as performance characterization metrics.

The second *Golem* was implemented on the Intel Xeon Phi 7520 architecture, and was presented in [24, 25]. The input layer includes the number of threads, the loop scheduling policy (static, dynamic or guided), the chunk size, and the memory mode (cache or flat) [35]. The hardware counter layer includes the total of L2 cache misses (measured by PAPI_L2_TCM event), and total of cycles (measured by PAPI_TOT_CYC event). The output layer includes the total elapsed time to solve the geophysical problem. In this work, we present the results of performance improvement for the second *Golem*.
Training and validation sets: We used two separated experiment sets for training and testing stages. The training set is used for input, hidden and output layers. Since the model has been trained we use an input testing set to predict the performance and we compare the output performance between predicted and actual values to obtain the regression accuracy. Finally, we search into these predicted values the maximum of GFLOPS, or the minimum of time, and its corresponding input configuration to optimize the execution time. We created a training set by randomly selecting a subset from the configuration parameters explained in previous section. Then, for each experiment, we measured the hardware counters (L2 cache misses, and total cycles) and performance (execution time). The random testing set was used since all SVMs in both the hidden and the output layers are trained to predict the execution time values. Table 1 presents the total number of experiments that were performed to obtain the training and validation sets.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Testing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacobi</td>
<td>334</td>
<td>3007</td>
<td>3341</td>
</tr>
<tr>
<td>Seismic</td>
<td>346</td>
<td>3122</td>
<td>3468</td>
</tr>
<tr>
<td>Acoustic</td>
<td>335</td>
<td>3021</td>
<td>3356</td>
</tr>
</tbody>
</table>

Analysis of variance and hardware counters behavior: Before training stage and in order to refine the results, we applied the Analysis of Variance (ANOVA) statistical model to analyze if variables for hardware counters and performance measures have different populations affected by the input values. In this analysis, the execution time, the number of L2 cache misses, and the number of cycles were used as population variables and factors are defined by all values in vector input (the number of threads, the scheduling policy, the chunk size and memory mode). The results of \( p \)-value for the 7-point Jacobi, seismic and acoustic wave propagation stencils are presented in Table 2.

General considerations can be observed with results from Table 2. First, the memory mode is a factor with no statistical significance in most of variables and stencils, only for the acoustic stencil, the memory mode produces statistical significance in execution time and cycles variables. It could be explained because the code optimizations made for this stencil [34]; the Jacobi and seismic stencils have been implemented with no code optimization for the Xeon Phi architecture. Second, the Jacobi stencil has statistical significance in all variables (execution time, L2 cache misses and cycles) for the other factors. Third, variables for seismic stencil only has statistical significance by threads counting. Fourth, the acoustic stencil has statistical significance for almost all variables, except for execution time by thread counting.
Table 2. *p*-value of one-way ANOVA for the manycore architecture.

<table>
<thead>
<tr>
<th>Execution time</th>
<th>L2 cache misses</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Jacobi</strong></td>
<td><strong>Seismic</strong></td>
<td><strong>Acoustic</strong></td>
</tr>
<tr>
<td><strong>Scheduling policy</strong></td>
<td>1.26e-13</td>
<td>1.000</td>
</tr>
<tr>
<td><strong>Chunk size</strong></td>
<td>&lt;2e-16</td>
<td>0.992</td>
</tr>
<tr>
<td><strong>Num. of threads</strong></td>
<td>&lt;2e-16</td>
<td>0.927</td>
</tr>
<tr>
<td><strong>Memory mode</strong></td>
<td>0.77</td>
<td>0.949</td>
</tr>
</tbody>
</table>

We calculate a two-way ANOVA to determine if combined variables affect the seismic stencil performance. Table 3 shows the results of two-way ANOVA that combining scheduling and thread counting, in the seismic stencil, rejects the hypothesis, and the variables have the statistical difference if the two factors are combined. But, when we combine chunk with another factor, we still don’t find statistical significance. Then, we can summarize that most of the factors produce statistical significance into selected variables, except the chunk size, because of the analysis of variance on many-core architectures.

Table 3. *p*-value of two-way ANOVA for the seismic wave kernel.

<table>
<thead>
<tr>
<th>Scheduling policy:Chunk</th>
<th>Execution time</th>
<th>L2 cache misses</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.000</td>
<td>0.997</td>
<td>1.000</td>
</tr>
<tr>
<td>Scheduling policy:Num. of threads</td>
<td>&lt;2e-16</td>
<td>&lt;2e-16</td>
<td>&lt;2e-16</td>
</tr>
<tr>
<td>Chunk:Num. of threads</td>
<td>0.992</td>
<td>0.956</td>
<td>0.988</td>
</tr>
</tbody>
</table>

**Performance optimization:** Since the goal is to obtain the best performance, output values form the trained model were compared with measurements from all actual data. Figure 6 present results of this comparison. Blue bars represent the normalized output of the predicted best performance from the ML-based model (minimum execution time) whereas red bars represent the normalized best performance from actual data. Perfect fit of best performance is obtained when the predicted values are the same (or very close) to actual best performance values.

For Jacobi stencil, the model achieves the best performance with accuracy of 98.88%. While for the Seismic and the Acoustic kernel, the best execution time was outperformed in 112.95% and 100.59% respectively. The speedup of best performance was ×49.76, ×35.53 and ×39.83 for 7-point Jacobi, seismic and acoustic stencils respectively, compared to worst performance.
4 Related Works

In this section, we present the state of art from several works that are related to optimization of stencil computations. A large scientific literature has been devoted to the adaptation of stencil algorithms on HPC architectures. It involves from hardware implementations, low-level optimization, compiler flags, application tuning, programming of new algorithms, ML models to improve the performance of these applications, and task-based implementations of numerical stencils.

In [20], the authors combine the multicore temporal blocking and a diamond tiling to arrive reduce the memory pressure, the results show performance advantages in bandwidth-starved situations.

In [13] the authors also implement stencil algorithms focused on cache improvement by spacetime blocking. The trend for these HPC applications is to pay a higher cost in order to optimize the overall performance. In this work is explained the Naive and Space tiling algorithm implementations analyzed in our research.

Application tuning represents a classical methodology to improve the performance on multicore architectures. Finding the optimal value for each parameter requires to search on a large set of configurations and several heuristics or frameworks have been proposed to speed up the process of finding the best configuration for scientific applications. Unfortunately, application tuning leads to the exploration of a huge set of parameters, thus limiting its interest on complex platforms. In terms of regression models and performance prediction applied to multicore architectures, the impact of different optimizations is difficult to predict due to the influence of load imbalance, synchronization overhead, and cache locality.

In [8], the authors predict the performance behavior of stencil computations by using a model based on cache misses and prefetching. They create one con-
figuration vector and one performance vector and use [1] to obtain auto-tuned best configuration.

In [32], the authors present a performance study for stencil computations on the Intel Nehalem multicore architecture, they model the overall performance of differently optimized code based on the impact of optimizations on individual architectural components measured by hardware counters, and apply regression analysis to a large collection of empirical data to derive the model and verify the precision of the approach.

Because ML is a methodology for optimization that could be applied to find patterns on a large set of input parameters, recent works use this approach to improve the performance and to build regression models of HPC applications. Many of these works use cache-related metrics.

In [16] the authors apply ML techniques to explore stencil configurations (code transformations, compiler flags, architectural features and optimization parameters). Their approach is able to select a suitable configuration that gives the best execution time and energy consumption.

In [40] the authors propose a dynamic scheduling policy based on a regression model to ensure that is capable of responding to the changing behaviors of threads during execution.

In [9], the authors improve the performance of stencil computations by using a model based on hardware counter behavior and ML. They have included several features in the model such as multi and many-core support, hardware prefetching modeling, cache interference and capacity misses and other optimization techniques such as spatial blocking and Semi-stencil. If we compare our proposed ML model with this work we have obtained a better accuracy of the prediction results.

5 Conclusion and Perspectives

This research was addressed on the hypothesis that performance optimization of geophysics applications can be done by searching an optimal input configuration set, at runtime. In this sense, our work was focused on developing a model based on an ML approach to finding the input configuration, on multicore architectures, and researching into new programming model implementations to exploit all the computing resources on heterogeneous architectures.

We presented that the ML-based model can be adapted according to the algorithm implementations and the architectural features. Since the prediction model have been trained, it can be used to find the input configuration set to reach the optimal performance. The results of the proposed ML model proved that performance prediction of geophysics numerical kernels can be done by building a regression model with high accuracy (~99%).

This research can be extended in several ways, and we delight three possibilities as follows:

– Exploring on new input configurations. We proposed an improvement of shared-memory programming by a performance prediction model. We be-
lieve that many parameters can be included as input variables of the ML-based model for performance prediction. These parameters could be related to programming models (i.e., MPI-based, over-decomposition in virtual processes), compiler options (i.e., optimization flags, SIMD vectorization), or architectural features (i.e., FPGAs, embedded systems).

- **Developing a new model based on unsupervised ML algorithms.** Principal limitation of the proposed ML-based model is related to the time consumed in training and testing stages because we used a supervised method. We think that an unsupervised-based model would find the input set by auto-tuning techniques that converge to optimal performance. In this context, we may address the research towards clustering methods, genetic algorithms, or neural networks as self-organizing maps.
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